Redmine - Defect #4733

Slow SQL Queries
2010-02-04 00:33 - Ewan Makepeace

Status: Closed Start date: 2010-02-04
Priority: Normal Due date:

Assignee: % Done: 0%
Category: Database Estimated time: 0.00 hour

Target version:

Resolution: Affected version:

Description
Since updating to 0.9 Redmine has been showing up in my mySQL slow log every day. This is todays entry:

Count: 447 Time=0.94s (422s) Lock=0.00s (0s) Rows=2270.3 (1014805), redmine[redmine]@[192.168.0
.2]
SELECT " Jjournals . id’ AS t0_r0, ~Journals . journalized_id® AS tO0_rl, "~ Jjournals . journalized_ty

pe’ AS tO0_r2, "~ journals . user_id’ AS t0_r3, "~ journals . notes’ AS tO_r4, "~ journals' . created_on’
AS t0O_r5, “issues’ . id’ AS tl_r0, “issues . tracker_id® AS tl_rl, “issues . project_id' AS tl_r2,
‘issues . subject’ AS tl_r3, “issues . description’ AS tl_r4, ‘issues . due_date’ AS tl_r5, "“issue
s’ . category_id® AS tl_r6, “issues’ . status_id' AS tl_r7, ‘issues . assigned_to_id' AS tl_r8, “iss
ues’ . priority_id’ AS tl_r9, ‘issues . fixed_version_id’ AS tl_rl10, ‘issues . author_id  AS tl_rll
, “1ssues’ . lock_version® AS tl_rl2, “issues . created_on’ AS tl_rl3, ‘issues . updated_on  AS tl_
rld, “issues . start_date® AS tl_rl5, “issues . done_ratio’ AS tl_rl6, "issues . estimated_hours’

AS tl_rl7, “projects . id’ AS t2_r0, "projects’ . name’ AS t2_rl, “projects . description’ AS t2_r2
, projects . homepage® AS t2_r3, ‘projects . is_public’ AS t2_r4, ‘projects . parent_id® AS t2_r5
, projects . created_on® AS t2_r6, “projects’ . updated_on® AS t2_r7, ‘projects . identifier’ AS t
2_r8, “projects’. status’ AS t2_r9, ‘projects . 1ft’ AS t2_rl1l0, ‘projects . 'rgt’ AS t2_rll, " journ
al_details . id" AS t3_r0, ~journal_details’ . journal_id" AS t3_rl, "~ journal_details . property A
S t3_r2, "~ Jjournal_details’ . prop_key  AS t3_r3, "~ Journal_details' . old_value' AS t3_r4, " Jjournal_d

etails’ . value® AS t3_r5, ‘users . id" AS t4_r0, “users . login' AS t4_rl, “users . hashed_passwor
d> AS t4_r2, ‘users . firstname® AS t4_r3, ‘users . lastname’ AS t4_r4, ‘users . mail® AS t4_r5,
users . mail_notification™ AS t4_r6, “users . admin® AS t4_r7, ‘users . status’ AS t4_r8, ‘users .
“last_login_on® AS t4_r9, ‘users . language’ AS t4_rl0, “users . auth_source_id’ AS t4_rll, ‘users
‘. created_on’ AS t4_rl2, ‘users . updated_on® AS t4_rl3, “users . type  AS t4_rl4 FROM " journals’
LEFT OUTER JOIN ‘issues’ ON ‘issues .id = " journals' .Jjournalized_id LEFT OUTER JOIN "projects’
ON "projects’ .id!= “issues’ .project_id LEFT OUTER JOIN ° journal_details’® ON journal_details.journ
al_id = journals.id LEFT OUTER JOIN “users  ON ‘users .id = "~ journals .user_id WHERE (journal
s.journalized_type = 'Issue' AND (journal_details.prop_key = 'status_id' OR journals.notes <> ''))

AND (1=1 AND (journals.created_on BETWEEN '2010-01-04' AND '2010-02-03') AND (((projects.status=1
AND EXISTS (SELECT em.id FROM enabled_modules em WHERE em.name='issue_tracking' AND em.project_id
=projects.id)) AND (1=0 OR projects.is_public = 1 OR projects.id IN (10,9,12,1,4,5,8,2,3)))));
Which is being run 447 times a day at about a second each.

Explain gives this:
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| id | select_type | table | type | possible_keys
| key | key_len | ref
| rows | Extra |
ot o - o ———————
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| 1 | PRIMARY | projects | ALL | PRIMARY
| NULL | NULL | NULL
| 29 | Using where |
| 1 | PRIMARY | journals | range | journals_journalized_id, index_journals_on_j
ournalized_id, index_journals_on_created_on | index_journals_on_created_on | 8 | NULL
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| 1095 | Using where |

. jour

. jour

. jour

| 1 | PRIMARY | issues | eg_ref | PRIMARY

| PRIMARY | 4 | redmine
nals.journalized_id | 1 | Using where |
| 1 | PRIMARY | journal_details | ref | journal_details_journal_id

| journal_details_journal_id | 4 | redmine
nals.id 1 | Using where |
| 1 | PRIMARY | users | eq_ref | PRIMARY, index_users_on_id_and_type

| PRIMARY | 4 | redmine
nals.user_id | 1
| 2 | DEPENDENT SUBQUERY | em | ref | enabled_modules_project_id

| enabled_modules_project_id | 5 | redmine.
ects.id | 3 | Using where |
—— t—————— - —————————
7777777777777777777777777777777777777777777 ————————
77777777777777777777 1

Apparently all tables except projects are using an index, and all but journals are only inspecting a small number of rows, so explain

looks OK (except the large number of joins) - no filesorts ect.

Still Redmine never used to appear in my slow query log so | flag this now.

History

#1 - 2013-01-14 13:30 - Daniel Felix

- Status changed from New to Needs feedback

Any news on this request?

| haven't encountered such DB problems. | knew that many database requests were improved.
Anyone else encountered such a problem?

Best regards,
Daniel

#2 - 2013-01-15 08:26 - Ewan Makepeace

I have not seen this lately.

#3 - 2013-01-15 10:08 - Daniel Felix

Ewan Makepeace wrote:

| have not seen this lately.

This means, we could close this issue as it's resolved due to new implementations?

#4 - 2013-01-15 10:21 - Ewan Makepeace

Fine by me. | will reopen or report again if it starts showing up again.

#5 - 2013-01-15 11:25 - Daniel Felix
- Status changed from Needs feedback to Closed

Thanks for your feedback! I'm closing this one.
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